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Abstract

In a distributed Peer-to-peer (P2P) system such as Direct Connect, files are
often distributed over multiple source peers. It is up to the downloading peer to
decide from how many and from which source peers to download the particular
file of interest. Biased Random Period Switching (BRPS) is an algorithm, im-
plemented at the downloading peer, that determines at what point to download
from which source peer. The number of source peers that a downloading peer
downloads from at a certain point is called the Degree of Parallelism (DoP). This
research focussed on implementing BRPS in an existing Direct Connect client
and comparing the downloading performance against an unmodified client.

Two implementations of BRPS in Direct Connect have been made. A simple
implementation that follows the original BRPS algorithm as closely as possible,
with minor modifications that were required to ensure that the downloading
process would not get stuck on an unavailable source peer. An improved imple-
mentation has also been made with slight modifications to the original BRPS
algorithm. The improved implementation incorporates two improvements to en-
sure that the DoP does not drop below its desired value in the face of unavailable
source peers.

The original client and the two BRPS implementations have been evaluated
in a controlled Direct Connect network with 50 downloading peers and a variable
number of source peers. The source peers have been configured to throttle
their available bandwidth to an average of 500 KB/s, and following a realistic
bandwidth distribution based on measurements from the Tor P2P network. The
experiments consisted of all downloading peers downloading the same file at the
same time, and taking measurements on the side of these downloading peers.

Four experiments have been performed, with one varying parameter in each
experiment. The size of the file being downloaded was varied between 100 MB
and 1024 MB in the first experiment, the second experiment varied the DoP
between 1 and 15. The number of source peers was varied between 10 and
100 in the third experiment, and in the last experiment between 0% and 80%
unavailable source peers were added to the network.

In all experiments, both BRPS implementations performed close to the op-
timal average download time, and were consistently faster than the original
client by a factor of 2 to 5. In the last experiment, the improved BRPS im-
plementation did keep the measured DoP closer to its desired value than the
simple implementation, but this has not resulted in a significant difference in
the measured download times.
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Chapter 1

Introduction

Peer-to-peer (P2P) systems have seen an increase of attention since the early
2000s. Starting with the popular MP3 downloading application Napster in 1999,
many others have followed and improved on its design. P2P applications that
are widely used today include BitTorrent [21], Skype [15], Gnutella [40] and
Direct Connect [3].

A P2P system is a distributed network of peers, working together to provide
a set of services to the user, such as scalable file distribution, instant messaging,
music streaming and/or searching,.

1.1 Direct Connect

This research focuses on the Direct Connect file sharing network. It is a hybrid
Peer-to-Peer file sharing application developed in the late 1990s, and provides
the following features to its users:

User management: Everyone can obtain a listing of other users on the net-
work. This list includes some basic information such as a nick name,
upload speed, a user-provided description and email address.

Instant messaging: Chat messages can be broadcasted over the network, form-
ing a large chat channel in the same spirit as in Internet Relay Chat [37].
Private messaging between users is also possible.

File sharing: Users can select one or more directories on their local hard drive
to share with other users on the network. All files are idenfitied by a
cryptographic hash function (Tiger Tree Hash [29]) over their contents.

File searching and browsing: Users can search the network for files shared
by others. It is also possible to browse through the shared directories of a
specific user.

This report focuses on the file sharing aspects of Direct Connect.

The architecture of a Direct Connect network is conceptually simple, and
consists of three main entities: Clients, Hubs and Hublists (Figure 1.1). A Hub
is a TCP (Transmission Control Protocol) server that clients can connect to, and
it provides services to allow clients to discover and communicate with each other.



A single Client can be connected to multiple hubs simultaneously. A Hublist
is a central entity, commonly hosted on a web server and accessed over HTTP
(Hypertext Transfer Protocol), that provides a list of publicly available hub
addresses. A Hublist is not required for the functioning of the Direct Connect
network, they merely help users with finding new hubs to connect to.
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Figure 1.1: Architecture of a small Direct Connect network with two hubs and
two Hublists. Two clients are connected to both hubs. Some clients that share
the same hub have a direct connection with each over, indicated with a dotted
line.

Clients in the Direct Connect network can download and upload files from
or to other users in the network. In this report, the term Downloading Peer
is used to denote a client that is downloading one or more files, and the term
Source Peer is used for a client that is offering one or more files to other users
in the network. Some clients are configured to perform the role of either a
downloading peer or a source peer, but the majority of clients perform both
roles simultaneously.

The underlying protocol used by Direct Connect is called Advanced Direct
Connect (ADC) and is specified in [44]. The protocol is designed to be ex-
tensible, and common extensions to the protocol are defined and specified in
[46].

1.2 File Downloading and Peer Selection

A single file is often available from multiple source peers. This gives the down-
loading peer the opportunity to decrease the file download time by selecting
faster source peers and/or by downloading from multiple source peers simulta-
neously (parallel downloading).

The downloading peer has the freedom to download any file part (chunk)
from any source peer at any time. It is thus the responsibility of the downloading
peer to decide when to download from which source peers, and what chunks to
request from the source peers.

The number of source peers from which a downloading peer will download
at one time is called the Degree of Parallelism (DoP). Intuitively one might
expect that downloading from all available source peers at the same time will
result in the shortest download time, but doing so will negatively impact the
scalability of the network [49], and further increasing the DoP above a certain
threshold will not result in a significant improvement in the download time [17].
The maximum DoP used by downloading peers is therefore limited.



Given this constraint, it is important that the downloading peer selects the
right source peers to download from in order to minimize the download time.
This selection is complicated by the distributed nature of P2P systems, because
the downloading peer does not have a holistic view of the network and does not
know in advance how much bandwidth each source peer can provide.

A variety of peer selection mechanisms have been proposed in literature.
This research will focus on the peer selection mechanism proposed by Chiu [17,
19], which will be referred to in this report as Biased Random Periodic Switching
(BRPS). BRPS differentiates itself from other peer selection mechanisms with
time-based switching and probability-based source peer selection.

1.3 Contributions

The contribution of this report is to evaluate whether and how BRPS can be
integrated into the Direct Connect network, and to compare it against the peer
selection mechanism currently employed in Direct Connect. The main research
question is as follows. Can the BRPS algorithm help reduce the down-
load time in Direct Connect?

This report attempts to answer this question by dividing the problem into
the following sub-questions.

1. How can the BRPS algorithm be integrated in Direct Connect?
2. Which characteristics can improve the BRPS performance?

3. How can a Direct Connect client that uses the BRPS algorithm be ana-
lyzed and evaluated?

4. Does BRPS reduce the download time compared to the currently imple-
mented peer selection mechanisms?

The open source ncde [7] Direct Connect client is used in this research to
evaluate BRPS.

This report is organized as follows. Chapter 2 gives an overview of existing
work in peer selection and follows with a more detailed description of Direct
Connect. Chapter 3 describes the challenges of integrating BRPS into a Direct
Connect client, and the solutions are offered in Chapter 4. The experiments
and results are described in Chapter 5, followed by the conclusions and recom-
mendations for future work in Chapter 6.



Chapter 2

Preliminaries and Related
Work

This chapter provides a quick overview of the existing peer selection mecha-
nisms discussed in literature and offers a more detailed description of the BRPS
algorithm. The second part of this chapter describes a few relevant functions
of the Direct Connect protocol in more detail and explains how existing clients
implement peer selection.

2.1 Peer Selection Mechanisms

Peer selection mechanisms can be categorized based on the kind of information
they utilize to select source peers. The information that is used in the peer se-
lection mechanism determines the variables that each peer selection mechanism
attempts to optimize and also determines whether a specialized infrastructure
is needed to supply this information. Three categories of peer selection mecha-
nisms are discussed in the sections below.

2.1.1 Topology Estimation

The goal of topology estimation techniques is to make the application aware of
the underlying network topology. This allows the downloading peer to sort its
list of source peers based on an approximate cost function, where the cost being
measured may be the number of required routing hops to reach the destination
or the geographical distance with each source peer.

Aggarwal et al. [13, 43] propose to implement topology estimation at the
side of the Internet Service Provider (ISP), since the ISP is already aware of
the underlying network routes. A downloading peer can then send its list of
source peer addresses to the ISP and the ISP will respond with an ordered list
of source peers to download from. The IETF Application-Layer Traffic Op-
timization (ALTO) Working Group [2] has focussed its research on this peer
selection mechanism and has developed a protocol standard for the communi-
cation between P2P applications and ISPs [39]. A criticism of this technique is
offered by Paitek et al. [38], who argue that the incentives of the ISP do not
necessarily align with the goal of offering shorter or faster routes.



Since infrastructure for peer selection in ISPs is not ubiquitous, Ono [20]
proposes to make use of the existing infrastructure of Content Delivery Net-
works (CDN) to aid in peer selection. A large-scale CDN such as Akamai [1]
or Limelight [6] has servers all around the globe, and distribute the load over
these servers by giving a different Domain Name System (DNS) response to each
client based on its location. The goal of this DNS-based redirection mechanism
is to ensure that each client is directed to a server with close proximity to the
client. This existing infrastructure can be re-used by letting all peers in the P2P
network query one or more CDNs and have them exchange the responses they
receive. If the CDN gives a similar response to two peers, then these peers are
likely in close proximity to each other, and the downloading peer can prioritize
downloading from these closer source peers.

Both of the aforementioned proposals rely on the existence of one or more
centralized services. Two proposals for a distributed alternative have been pro-
posed as Global Network Positioning (GNP, [24]) and Vivaldi [22]. These pro-
posals work by introducing a coordinate system, where every source peer is
assigned an absolute coordinate in a fixed geometric space. The distance be-
tween the coordinates of two peers then represents the approximate network
distance between these peers. Each peer maintains and adjusts its own coordi-
nate based on Round-Trip Time (RTT) measurements with other peers in the
network (Figure 2.1). Some problems with this system have been discussed by
Ledlie et al. [32], and include slow reaction time for newly connected peers and
inaccuracies caused by drift and triangle inequality violation [30].
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Figure 2.1: A Global Network Coordinate system using landmarks to determine
a peers’ coordinate. Copied from [24].

All of the above mechanisms optimize for close network proximity, but there
is no guarantee that a close source peer will offer more bandwidth than one that
is far away. It is possible that better downloading performance can be achieved
when downloading from source peers that are further away from the downloading
peer.

2.1.2 Incentive-Based Peer Selection

The problem that incentive-based peer selection mechanisms attempt to solve
is the problem that, in a P2P network, individual peers may not have a strong
incentive to offer their bandwidth to the rest of the network. Yet it is the basic
foundation of P2P systems that enough peers share their resources with other



peers. The goal of incentive-based peer selection mechanisms is thus to reward
peers that share their bandwidth and, in effect, to punish peers that do not
contribute to the network.

A possible solution to incentivise uploading is to adjust the peer selection
process to favour peers that regularly share their resources with others. By
doing so, these peers will get priority when they themselves request something
of the network. The most widely known example of incentive-based peer selec-
tion is BitTorrent [21], but many alternative algorithms have been described in
literature [45, 12, 48, 42, 47, 35].

In a Direct Connect network, it is the responsibility of the Hub adminis-
trator to set the policies for all peers connected to that hub and to monitor
these policies. The policies implemented in a Hub include rewarding peers that
contribute to the network and to punishing peers that do not. Since incentives
are already part of the Direct Connect network, incentive-based peer selection
mechanisms have not been considered in this research.

2.1.3 Performance Estimation

Performance estimation techniques perform network measurements to estimate
source peer bandwidth and use that information to influence the peer selec-
tion. Unlike the previously mentioned peer selection mechanisms, performance
estimation techniques attempt to optimize bandwidth utilization and download
time more directly, and are generally oblivious to network proximity or incen-
tives.

Many P2P networks, including Direct Connect, already provide some in-
formation that may predict the performance of source peers. This information
includes fields such as the current load of the source peer, whether the peer is
behind a firewall or not, the number of shared files and a user-provided indica-
tion of the maximum bandwidth. Not all of these fields offer any useful insight
into the performance and some fields may be inaccurate. In order to still be
able to make use of this information, a machine learning approach is proposed as
Adaptive Peer Selection [16]. The downloading peer gathers as much informa-
tion about the source peer as possible and uses this information in combination
with a decision tree to rank source peers. A learning process is necessary to
generate a good decision tree, so new download peers will not benefit from this
solution until enough learning data is available. Even when enough learning
data is available, it may turn out that none of the available fields offer a good
prediction of the source peer bandwidth.

Zeitoun et al. [49] propose to use the network round-trip time to decide
which source peers to download from. In their solution, the downloading peer
measures the RTT of each source peer and selects only the source peers that
reply the fastest. In large-scale networks, however, RT'T measurements may not
be a reliable estimation of bandwidth availability and may vary widely over the
course of a few seconds.

A similar approach is proposed by Li [34], but instead of RT'T measurements
the downloading peer downloads a small fixed-size chunk from each source peer
in order to measure the actual bandwidth.

Chui et al. [18, 33] have shown that the actual bandwidth received from
source peers on the internet can vary widely even over short time spans. Even
if a source peer provides high bandwidth at one point, no guarantee is provided



that the remainder of the download will continue at that same speed. It is there-
fore likely that the bandwidth estimates provided by previous solutions could
still result in suboptimal downloading performance. As a solution, the authors
propose to use Random Periodic Switching. In this scheme, the downloading
peer will make a uniformly random selection from the source peers and keep
downloading from those source peers for a short time period. After that period,
a new set of source peers is randomly selected again and a new period starts.
Random Periodic Switching guarantees that the downloading process will not
get stuck indefinitely on a slow source peer.

Random Periodic Switching, however, does not necessarily minimize the
download time. Biased Random Periodic Switching (BRPS) is an improvement
to the algorithm proposed by the same author [17, 19]. In this scheme, each
source peer is assigned a different connection probability based on the bandwidth
received in earlier periods and the number of competing downloading peers in
the network.

2.1.4 The BRPS Algorithm

The BRPS algorithm, as proposed in [17] and [19], works as follows. The down-
loading process is divided into time periods of a fixed length, say, one minute.
At the start of each period, the downloading peer selects, in a random manner,
a number of source peers and then keeps downloading from those source peers
for the entire duration of the period. When the period ends and there is still
file data remaining to be downloaded, a new random selection is made and the
next period starts.

The downloading peer maintains a list of all source peers, S, that have file
data of interest. A connection probability p; is assigned to each source peer
j € S, which indicates the probability that the downloading peer will connect
to that source peer in the following period. These connection probabilities
are normalized to L, the configured DoP (Equation 2.2). This way, the actual
number of source peers that is selected in each period is random, with an average
of L. L is bounded by the number of available source peers, i.e. L < |S].

The distribution of p; is determined by the optimization problem in Equa-
tion 2.1, where |D| is the number of competing download peers in the network
and c¢; the total upload bandwidth provided by source peer j. The equation
describes the optimal values of p; for which the sum is the maximum. The sum
has the form of Zjes ajcj, where 0 < o <1 is the variable to be determined.
The maximum of the sum is achieved when all o; for the highest corresponding
c; are assigned a higher value. If a; were equivalent to p;, then only the source
peers with the highest c¢; would be assigned a nonzero probability. But we want
slower source peers to have a connection probability, too, especially if there is
much competition (i.e. when |D| is higher). Defining a;; = 1—(1—p;)IP! ensures
this. When |D| is small, p; is close to «; and only source peers with a high ¢;
are assigned a nonzero p;. As |D| increases, the influence of p; decreases and
source peers with a lower ¢; are assigned a nonzero p;, too.
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When viewed from a higher level perspective, the goal of this equation is
to distribute the connection probabilities in such a way that source peers with
more bandwidth (a higher ¢;) are assigned a higher p; than source peers with
less bandwidth. However, if there is much competition in the network from
other downloading peers, i.e. with larger |D], it is likely that faster source peers
are already busy with serving other downloading peers. In that case, it may
be beneficial to give source peers with lower bandwidth a better chance to be
selected, in order to better distribute the bandwidth among the available source
peers.

This behaviour is visualised in Figure 2.2. For smaller values of |D|, the
connection probabilities are chosen to strongly favour source peers with higher
bandwidth. But as |D| increases, p; converges to a uniform distribution in order
to give slower source peers a better chance to get selected.
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Figure 2.2: Distribution of the connection probabilities (p;) on the Y axis among
different source peer bandwidths (c;) on the x axis. Plotted for different values
of |D|. Copied from [17].

Note that, in the above equations, it is still possible for a source peer to
be assigned a zero probability of being selected. In practice it is desirable to
still give every source peer a small chance to be selected so that it may be re-
evaluated again in the future. To achieve this, all values of p; are multiplied
by a factor (L —0.5)/L, and 0.5/|S| is then added to each p;. This essentially
reserves half of a DoP to uniform selection, while ensuring that the invariants
of Equation 2.2 still hold.

The exact values of |D| and ¢; are not known to the downloading peer, but
these values can be estimated. When connected with a source peer, the down-
loading peer needs to know how many other peers the source peer is uploading
to (Xj;). Additionally, the downloading peer measures the received bandwidth



(R;) from each connected source peer throughout the downloading period. In
order to obtain the initial estimates, the downloading peer will connect to at
most L random source peers which it has not downloaded from yet in the first
number of periods. The value of X; can be used to estimate |D|, and X; and
R; together can then be used to estimate c;. The full algorithm is listed in
Algorithm 1.

Algorithm 1 The BRPS algorithm as implemented in a downloading peer.
Based on [17].

1: 8§5+0 > Number of times we have downloaded from source peer j
cj 0 > Average estimated bandwidth of source peer j
x; <0 > Average number of peers connected to j
while there is something to download do

if 35, = 0 then

Select, uniformly random, at most L source peers for which S; =0
else

D]+ £ x5

Calculate p; according to Equation 2.1 and 2.2, using |D| as |D|.

© o> g wN

10: Select source peer j with probability p;
11: end if
12: Download from the selected source peers for the duration of one period
13: for all selected source peers do
14: Sj < S;+1
15: X <= number of peers connected to source peer j
16: R; < observed download speed from source peer j
17: ¢j (ijl)céij*Xj
J
18: x; « Cpatis
19: end for

20: end while

2.2 Direct Connect

A quick overview of the architecture of the Direct Connect network has been
given in Section 1.1. A few protocol and implementation details that will be
useful in the remainder of this report are explained in more detail in this section.

2.2.1 High-level overview

The overall network topology of a Direct Connect network has been displayed
in Figure 1.1 in the introduction. Because clients are all interconnected with
each other through hubs, the hub is responsible for coordinating a number of
network-level tasks.

User authentication: Users log in to the hub with a user name — often called
a nick. If the user is registered to the hub, it needs to provide a password
as well. The hub is responsible for ensuring that the nicks are unique
within the context of the hub and that the same user does not connect to
the hub multiple times.



User list synchronisation: The list of all users connected to the hub is syn-
chronised to all connected clients. The following information is commonly
distributed: Nick, IP address, e-mail address, description, upload speed,
number of slots (described in Section 2.2.2), number of other hubs the
client is connected to, and the total size of the users’ shared files. Many of
these fields are provided by the user and are therefore not always reliable.
Some hubs remove fields or do not keep all information updated in order
to save bandwidth.

Routing chat messaging: Chat messages can either be broadcasted to all
connected clients — which is often considered the “main chat” of a hub
— or they can be sent to a specific user to allow for private messaging®.

Routing search queries: Search queries for specific files are routed through
the hub.

Facilitating connections: The hub relays messages between two clients in
order to initiate a direct connection between them. This is discussed in
more detail in Section 2.2.3.

Hubs differentiate themselves in many ways. Many require that a user
shares a certain minimum amount of data before they are accepted. Some are
specifically targeted at users in a geographical location or with specific interests,
e.g. certain types of files or a specific musical genre. Many hub operators con-
tinuously monitor the behaviour and shared files of their users, either manually
or automatically, in order to discourage free-riding [36, 14] and to ensure that
everyone only shares allowed files according to rules imposed by the hub. Not all
hubs are public: Direct Connect is also commonly used in local area networks,
where users communicate and exchange files using a hub running on the local
network itself.

Direct Connect has been around since 1999 and the protocols have been
revised many times. There have been many different client implementations
for DC, but only a handful have been updated to keep up with the backwards-
incompatible protocol changes that have been made over the years. As such,
only a few clients are still in active use today, these include DC++ [3] and its
various derivatives such StrongDC++ [8] and EiskaltDC++ [4]. Jucy [5] and
ncde [7] are two modern clients that are not based on DC++.

2.2.2 Source Peer Behaviour

Each source peer has a set of local files which it makes available to (shares with,
in Direct Connect terminology) the other peers in the network. Only when a
direct TCP connection between a downloading peer and a source peer exists
(see Section 2.2.3), can the downloading peer download files from the source
peer. This downloading happens with a ‘GET’ command, which takes three
arguments: A file identifier, the byte offset to start downloading from, and the
number of bytes to download. This allows the downloading peer to request any
byte range in any file shared by the source peer.

1Private messages are, however, not completely private. They are still routed through the
hub in plain text.
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The ADC protocol specifies that the connection between two peers is in a
special state while it is used for a file upload. In this state, the source peer
does not accept a new ‘GET’ request until the current file transfer has been
completed. In DC++ (0.802) and ncdc (1.19), the client still reads new incoming
messages from the connection, but ignores (DC++) or disconnects (ncdc) the
other peer upon receiving a new request while a file transfer is active. As a result,
downloading peers can not request multiple file parts simultaneously, and have
to wait for a previous chunk to complete downloading before requesting a new
chunk. The pipelining technique proposed by Rodriguez et al. [41] will not work
in current implementations of Direct Connect.

The number of peers that can simultaneously download from a source peer
is restricted by the uploading peer. In Direct Connect terminology, this is called
the slot count, where a slot represents one upload transfer. This number can be
configured by the user, and typically varies between 1 and 50. If a downloading
peer sends a ‘GET’ request when all slots in the source peer are in use, the
source peer will reply with an error.

2.2.3 Connection initiation

As mentioned in the previous section, a direct TCP connection between the
source peer and downloading peer has to be established in order to transfer file
data. A distinction is made between two client modes: active and passive. A
peer capable of accepting incoming TCP connections from the outside is con-
sidered active, whereas a peer behind a firewall or Network Address Translator
(NAT) is passive.

Depending on whether the source and/or downloading peer are active or
passive, there are three possible scenarios when attempting to establish a con-
nection between two peers. The hub plays a central role in coordinating con-
nection establishment in all three cases.

1. Downloading peer is active. (Figure 2.3a) In this scenario, the down-
loading peer can accept incoming TCP connections from the outside world.
In order to establish a connection with a source peer, the downloading peer
can, through the hub, send a ‘Connect To Me’ message to the source peer
(steps 1 and 2). This message includes the IP address and TCP port of the
downloading peer, which the source peer can use to establish a connection
(step 3).

2. Source peer is active. (Figure 2.3b) If the downloading peer is passive
but the source peer is active, the downloading peer can send a ‘Reverse
Connect To Me’ message through the hub to the source peer (steps 1 and
2). Upon receiving this message, the source peer will reply with a ‘Connect
To Me’ message (steps 3 and 4) as in scenario #1, and the downloading
peer opens a direct TCP connection to the source peer (step 5).

3. Source peer and downloading peer are passive. The above two
scenarios do not work if both peers are passive. A NAT traversal technique
based on TCP Hole Punching [25] has been implemented as the NATT [46]
extension for the ADC protocol. This extension can allow for two passive
peers to still create a direct connection with each other, but does not work
for all NATs and does not solve the problem of restrictive firewalls.

11



Figure 2.3: Connection initiation between two peers. The initiating peer is
active in (a), passive in (b).

In most Direct Connect client implementations, configuring active mode is
the responsibility of the user. It may happen that the user has configured active
mode, but has not updated their firewall or NAT to actually allow the incoming
connection, causing scenario #1 and #2 to fail. In addition to the fact that
NAT traversal does not always work, this means that it is possible that two
peers are unable to establish a direct connection with each other.

2.2.4 Peer Selection in Ncdc

Since this research will be comparing BRPS against an unmodified version of
nede, an explanation of how peer selection currently works in nede (1.19) is
beneficial.

All source peers known to ncde are in one of the following states.

Idle Not connected. All source peers are in this state at the start of the down-
loading process.

Connecting Trying to open a connection. If opening a connection fails within
a certain time, the source peer automatically moves into the Idle state.

Connected A direct connection exists with this source peer, but this connec-
tion is not yet used for downloading. If a source peer remains in the
Connected state for a certain time, it is automatically disconnected and
moved to the Idle state.

Downloading A direct connection exists with this source peer and is being
used to download file data.

The actual DoP refers to the number of source peers in the Downloading
state. The peer selection in ncdc is straightforward, and its primary goal is
to ensure that the actual DoP equals the configured DoP. Every 500 ms, ncdc
looks at the state of all source peers and performs the following two operations.

1. If the actual DoP is lower than the desired DoP and there are one or more
source peers in the Connected state, start downloading from these source
peers. If there are more source peers in the Connected state than necessary
to achieve the desired DoP, the source peers are chosen by pseudo-random
selection.

2. If the actual DoP is lower than the desired DoP and there are no more
source peers in the Connected state, try to open a connection with all
source peers that are in the Idle state.
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The pseudo-random selection in the first operation is a consequence of the
use of a hash table as the container for all source peers, and the peer selection
algorithm walks through the source peers in hash table order. A unique client
identifier is used as part of the key in the hash table, which ensures that different
downloading peers will have a different hash table order. However, the order of
the list of source peers may be exactly the same at different points in time in a
single downloading peer, so the same ‘random’ selection may be chosen multiple
times.

It is also worth noting that, once the actual DoP equals the desired DoP,
no changes are made to the peer selection. The effect of this is that, as soon as
an ncdc downloading peer has started downloading from a selection of source
peers, it will keep using this selection for the entire remainder of the downloading
process.
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Chapter 3

Challenges in Integrating
BRPS in Direct Connect

This chapter provides an overview of the challenges in integrating the BRPS
algorithm in a Direct Connect client. Solutions to these challenges will be
presented in Chapter 4. The challenges are described in sections 3.1 through
3.4, and summarized in Section 3.5.

3.1 Number of Downloading Peers

The BRPS algorithm, as described in Section 2.1.4, requires information about
how many other downloading peers a particular source peer is uploading to. This
information is needed to estimate the competition (|D|) in the network, which
is used to obtain good a connection probability distribion. When integrating
BRPS into a Direct Connect client, the client must thus be modified to obtain
this information while it is downloading from each source peer.

3.2 Chunk Allocation

The BRPS algorithm determines when to download from which peers, but it
does not say anything about what should be downloaded. A separate chunk
allocation algorithm is necessary to allocate byte ranges (chunks) within the
requested files and assign those chunks to connected source peers for download-
ing. After this assignment, the downloading peer can use the ‘GET’ request
described in Section 2.2.2 to download the file data.

A chunk allocation algorithm has two primary goals that are in conflict with
each other. As soon as one chunk has been downloaded, a new ‘GET’ request
has to be sent to the source peer before the download of the next chunk is
started. Such a request causes the download progress to be interrupted for the
duration of a single network round-trip, and can cause the overall downloading
performance to degrade significantly when performed too often [41]. As such,
a chunk allocation algorithm should request large chunks in order to minimize
the time that is lost in waiting for the ‘GET’ requests.

On the other hand, a chunk allocation algorithm should also ensure that the
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same file data is only downloaded at most once, and as long as there is still file
data to be downloaded from a selected source peer, the download can continue
to make progress.

As an example, suppose that the downloading peer has one file in its down-
load queue, and there are two peers from which it can download this file. In
order to minimize the number of ‘GET’ requests, it could request the entire file
as a single chunk from one source peer. With that strategy, the second source
peer can not make any downloading progress because everything has already
been requested from the first source peer. An alternative strategy is to split
the file in two equally-sized chunks and download the chunks from both source
peers. But it is likely that one source peer is faster than the other, and the
download of one chunk completes much faster than the other chunk. In that
case, because the other half of the file has already been allocated to the slower
source peer, there is no more unallocated file data for the faster source peer and
the download is again stuck on a single source peer.

3.3 Source Peer Unavailability

The BRPS algorithm as described in Section 2.1.4 has an implicit assumption
that all known and online source peers can be connected to and downloaded
from at all times. In particular, if it is possible that one of the known source
peers cannot be downloaded from at all, then the branch on line 5 of Algorithm 1
in Section 2.1.4 will be taken at every iteration, and no downloading progress
will be made at all.

Unfortunately, the assumption that all source peers can be downloaded from
does not hold in a real-world deployed Direct Connect network. Two major
factors that break this assumption are described below.

1. All upload slots in the source peer can be in use, as described in Sec-
tion 2.2.2. For very popular source peers, or for source peers with an
unfair slot allocation scheme, this waiting time can be in the order of a
few days or even weeks.

2. As described in Section 2.2.3, it is possible that no direct connection can
be established at all with a certain source peer, making downloading from
that source peer impossible.

Neither of the above problems can be detected up front in a reliable fash-
ion. The only reliable way to know whether it is possible to download from
a particular source peer is to open a connection and start downloading a file.
Doing this for all possible source peers in the network is not feasible, so another
solution needs to be implemented.

3.4 New Source Peers

When one or more new source peers are added to the list of known source
peers while a download is in progress, the BRPS algorithm will select a number
(limited by the DoP) of these source peers for downloading in the next period,
as per line 5 and 6 of Algorithm 1 in Section 2.1.4. If, in that next period, the
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number of new source peers is lower than the DoP, then these new source peers
are the only source peers being selected in that period.

More generally, as long as there exists at least one source peer that has not
been downloaded from (i.e. 35; = 0), then the random selection stage of BRPS
will not occur, and the maximum DoP in that period is limited by the number
of source peers for which S; = 0. This may cause the overall average DoP to
drop below its desired value.

This problem will not prevent download progress from being made at any
time, but it may negatively affect the downloading performance. A Direct Con-
nect client that implements BRPS could thus be improved by implementing a
solution that ensures that the average DoP will approximate the desired DoP.

3.5 Conclusions

There are four challenges that need to be addressed when implementing BRPS
in a Direct Connect client.

1. The downloading peer needs to be able to obtain information about the
number of other downloading peers that the source peer is serving.

2. A chunk allocation algorithm is necessary to decide which file parts to
request from source peers.

3. It is possible that some source peers are not available when they have been
selected for downloading, and BRPS needs to be modified to deal with this
in order guarantee that downloading progress is always being made.

4. The BRPS algorithm may not reach the desired DoP when new source
peers are discovered during the downloading process.

These challenges are addressed in the next chapter.
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Chapter 4

Solutions to Integrating
BRPS in Direct Connect

This chapter looks at the challenges described in Chapter 3 and proposes a
solution for each challenge. For some challenges it is possible to use multiple
solutions. In these cases, the solutions proposed in this chapter are categorized
as either simple or improved. The solutions marked as simple offer a minimal
solution in order to ensure that BRPS can work within the context of Direct
Connect. The solutions marked as improved go beyond that to avoid certain
performance pitfalls when using the simple solution.

This chapter follows a similar organization to Chapter 3. Each challenge
is handled in its own section in the same order as Chapter 3, followed by a
summary in Section 4.5.

4.1 Number of Downloading Peers

The number of downloading peers that each source peer is uploading to can
be obtained by observing the slot counts of each source peer. The number of
active slots is equivalent to the number of downloading peers that the source is
uploading to, but the ADC protocol does not provide a mechanism to obtain this
number directly. Instead, two other numbers are obtained. One of them is the
total slot count, which is distributed to all connected clients through the hub,
and usually does not change over the course of a single download session. The
other number that can be obtained through the ADC protocol is the number
of free slots. That is, the number of upload slots that are not being used. This
number can be obtained in the following three ways.

Direct search The ADC protocol offers each peer the ability to route a search
query to peers connected to the hub. A response to such a query includes
the number of free slots of the responding peer. The downloading peer
can thus perform a search for a particular file that the source peer has,
and in addition to that, extract the free slot count from the search results.

Such a search query can be targeted to all peers connected to the hub
(flooding search), or can be specifically targeted towards a single peer
(direct search). A flooding search is a relatively expensive operation for
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the hub, and hub implementations therefore impose strict limits on the
number of flooding searches that each peer may perform within a certain
time frame.

A direct search requires much less resources on part of the hub, but the cur-
rently available hub implementations do not distinguish between a flooding
search and a direct search when limiting the number of search queries that
a peer may perform. This restriction makes it impractical to use a direct
search to query the free slot count for each selected source peer.

Distributed The free slot count of every source peer may be broadcasted to all
connected clients using the Free Slots (FS) protocol extension [46]. Using
this extension, the downloading peer can obtain the free slot counts in the
same way as the total slot count — without querying the network. Unlike
the total slot count, however, the number of free slots is more dynamic and
may change over the course of a few minutes. Broadcasting every change
of this number to all connected clients requires significant bandwidth on
part of the hub, and is therefore not always done. Furthermore, not all
client implementations support this extension, so the information may not
be available for all source peers even if the hub does distribute it.

Get File Information When a direct connection has been established with a
source peer, the downloading peer can communicate with the source peer
without involvement of the hub. The downloading peer can then send a
“Get File Information” (GFI) request. The response to a GFI request is
equivalent to that of a regular search, and thus includes the number of
free slots. Because the hub is not involved in this communication, there
are no strict limits to how often this information can be requested.

The number of active slots can be calculated by taking the total slot count
and subtracting the number of free slots. Since, following Algorithm 1 in Sec-
tion 2.1.4, this number is only required of source peers that are being down-
loaded from, a connection with the source peer is already open and using the
GFI mechanism is then the most suitable.

4.2 Chunk Allocation

The problem of chunk allocation as described in Section 3.2 is not specific to a
download peer that implements BRPS. Every application that can download a
single file from multiple source peers will have to implement a chunk allocation
algorithm, but which strategy works best is dependent on properties of the files
to be downloaded, the network, and the peer selection mechanism being used.
As such, there is no general chunk allocation strategy that is optimal for all
downloading applications.

The existing chunk allocation algorithms that are used in ncdc 1.19 [7] and
DC++ 0.831 [3] are described below, and a suitable algorithm is selected for
use with BRPS.

4.2.1 DCH+

The chunk allocation algorithm used in DC++ 0.831 works as follows. Each
file to be downloaded is divided into a number of equally-sized chunks. The size

18



of these chunks is chosen such that it is a power of two larger than or equal
to 64 KB, the minimum chunk size, and large enough to ensure that a single
file consists of at most 1024 chunks. For example, a 8 MB file is divided into
128 chunks of 64 KB each, and a 150 MB file is divided into 600 chunks of
256 KB each.

When downloading from a source peer, one or more contiguous chunks are
downloaded in a single ‘GET’ request. The number of chunks to download in
the next request (npest) is dependent on the number of chunks used in previous
request (n) and the time it took to download those chunks (¢). The formula
used to calculate the next number of chunks is listed in Equation 4.1, where r
is the ratio between ¢ and a hard-coded setpoint of two minutes. If nothing has
been downloaded from the source peer before, the initial number of chunks is
chosen to result in a download request of 1 MB.

n* 2 ifo<r<i
n+1 ifi§r<%
Npext = N 1f%§r<g (41)

min(l,n—1) if 2 <r<4
min(1,n/2) ifd4<r

Chunks are allocated within the files using a first-find algorithm. The first
found chunk in the file that has not been downloaded yet and that is not being
downloaded is allocated to the source peer. If there are less than n,..; free
contiguous chunks after the first free chunk, then the number of chunks that
is requested from the source peers is limited by the number of free contiguous
chunks.

4.2.2 Ncdc

Ncde 1.19 implements the following chunk allocation algorithm. Each part of
a file is in one of the following states: Unallocated (initial state), Allocated or
Downloaded. In the Unallocated state, the file data has not been downloaded
yet and has not yet been requested for download. In the Allocated state, the
file data has been requested and is being downloaded. When the file data has
been received it is considered to be in the Downloaded state.

Ncdc uses the concept of threads to group byte ranges that have not been
downloaded yet. File data to be downloaded is allocated within threads with
the following algorithm:

1. Initially, a single thread is created to cover the entire byte range of the
file (Figure 4.1a).

2. When a source peer is selected for downloading and there exists a fully-
Unallocated thread, the first chunk of the largest such thread is requested
from the source peer and is moved to the Allocated state (Figure 4.1b).

3. When another source peer is selected for downloading and there are no
fully-Unallocated threads available anymore, the thread with the largest
Unallocated part is chosen, and its Unallocated part is split in two halves.
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A new thread is created from the second half (Figure 4.1c), and the first
chunk of this thread is requested for downloading (Figure 4.1d).

4. When Allocated data has finished downloading, the starting offset of the
thread is increased to exclude the downloaded data (Figure 4.1e). The
thread then becomes available again for allocation in step 2.

d |:| Downloaded
b . | |:| Unallocated

Allocated
c u

d Il N |
el | N |

Figure 4.1: Example chunk allocation with the algorithm used in ncdc 1.19.

It is possible that an active download is interrupted before the Allocated
chunk has finished downloading. In such a case, the data that has been re-
ceived before the interrupt is removed from the thread following step 4, and the
remaining chunk is available again as Unallocated file data.

The size of the chunk that is requested for downloading in step 2 and 3 is
dynamic, and is dependent on the observed transfer speed received from the
source peer. The chunk size is chosen in such a way to approximate a download
time of 5 minutes for each requested chunk. When the download speed of the
source peer is not known, a chunk of 128 KB is chosen in order to get an initial
estimate.

4.2.3 Evaluation

Both the DC++ and ncdc chunk allocation algorithms make a trade-off between
minimizing the overhead of issuing multiple ‘GET’ requests and ensuring that
a number of source peers can download the same file data simultaneously.

Both algorithms take the speed of the source peers into account. DC++
does this by updating the size of the request by at most a factor two between
consecutive requests, whereas ncdc does not limit the rate of change between
requests. The thread-based allocation algorithm used in ncde guarantees that, if
a large enough free contiguous chunk is available, that chunk is allocated to the
source peer. The first-find allocation scheme used by DC++ does not guarantee
this, and may result in smaller request sizes than preferred.

Since neither chunk allocation algorithm relies on any specific peer selection
mechanism, both are suitable for use with BRPS. While it may be possible to
design an improved algorithm specific to BRPS, the primary goal of this research
is to compare different peer selection mechanisms with each other. Because ncdc
is used to evaluate BRPS in this research, it makes sense to re-use its chunk
allocation algorithm.
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4.3 Source Peer Unavailability

The problem of unavailable source peers described in Section 3.3 has two impli-
cations on downloading performance. If the problem is not handled at all, then
the downloading progress may get stuck indefinitely if one of the source peers is
unavailable. But even if a solution is implemented to ensure that downloading
progress can be made, unavailable source peers can still degrade downloading
performance by lowering the average DoP.

A simple solution to ensure that progress is being made is proposed in
Section 4.3.1. An improved solution to ensure that the downloading performance
does not degrade is proposed in Section 4.3.2.

4.3.1 Simple Solution

Because it is not always known in advance which source peers can be downloaded
from and which source peers are unavailable, an implementation has to accept
that some source peers selected in a period may be unavailable for downloading.

A simple solution to minimize the number of times that unavailable source
peers will be selected is by adding a backoff timer [11]. When a source peer has
been selected but could not be downloaded from, it will be temporarily removed
from the list of known source peers. After a certain timeout, the source peer is
re-added so that a new connection can be attempted again in a next downloading
period.

If a constant timeout value is chosen, then it is possible that still no progress
can be made when the number of unavailable source peers grows beyond a
certain number. Exponential backoff can be used to avoid this problem. With
exponential backoff, the time that a source peer is removed from the list is
doubled after each failed download attempt. For example, when a selected
source peer is unavailable after the first attempt, it will be removed from the
list of known source peers for the duration of one period. When the source peer
has been re-added and the second connection download attempt has failed as
well, it will be removed from the list for the duration of two periods. After
a third failed attempt, the timeout is increased to four periods, and so on,
up to at most 64 periods (32 minutes). This ensures that source peers that are
continuously unavailable will not hinder the selection of other source peers, thus
allowing downloading progress to be made.

4.3.2 Improved Solution

The simple solution proposed in the previous section ensures that downloading
progress can be made, but the presence of unavailable source peers can still
degrade the downloading performance. This is possible because, when one or
more unavailable source peers are selected in a period, the number of peers that
are actually downloaded from in that period will be lower than the number of
selected peers. The end result is that the overall average DoP will be lower than
desired.

The solution to this problem is to ensure that the number of source peers
that is actually downloaded from, equals the number of selected peers in each
period. An approach to ensure this is by implementing gradual source peer
takeover. When a new period starts, the downloading peer will keep download-
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ing from the source peers that were selected in the previous period. Then, the
downloading peer will attempt to request a download from each of the newly se-
lected source peers. If such a request succeeds, the download from a source peer
of the previous period is stopped. If, on the other hand, the request fails, then
an existing downloading connection that has been selected in the previous pe-
riod will keep running. In this way, a gradual source peer takeover procedure is
implemented where the existing download connections from the previous period
will be replaced gradually with the selection of the next period.

Since the number of source peers that is selected in each period is random, it
will happen that there is a difference between the number of selected source peers
and the number of active downloads from the previous period. If there are more
active downloads than there are selected source peers, then a number of active
downloads will be stopped immediately at the start of the period. Likewise, if
there are less active downloads than desired, then no active downloads will be
stopped until enough new download connections have been started.

4.4 New Source Peers

The problem of new source peers, as described in Section 3.4, does not prevent
download progress from being made. As such, a simple BRPS implementation
does not need to implement a solution in order to function. However, the
problem of new source peers may degrade downloading performance and an
improved BRPS implementation may benefit from implementing the following
solution.

The problem of the decreasing average DoP can be trivially avoided by
ensuring that the random peer selection is performed even if there are still
source peers that have not been downloaded from. If the number of source
peers that have not been downloaded from is lower than the desired DoP, then
the random selection can be performed using the remaining DoP as the new
value of L in the calculation of the connection probabilities p;. This solution
is illustrated in Algorithm 2, which serves as the replacement to line 5-11 of
Algorithm 1 in Section 2.1.4.

Algorithm 2 Fall back on random selection as long as the remaining DoP is
larger than 0.
: N+ L > Remaining DoP, initialized to the desired DoP
if 35; =0 then

Select, uniformly random, at most L source peers for which S; =0

N <+ N— number of selected source peers
end if
if N >0 then

D+ Y

Calculate p; according to Equation 2.1 and 2.2,

substituting |D| for |D| and L for N.

Select source peer j with probability p;

: end if

— =
= o
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4.5 Conclusions

A number of solutions have been proposed to the challenges posed in Chapter 3.
The solutions are organized in two categories, simple and improved. This also
results in two implementations of BRPS in Direct Connect, a simple implemen-
tation that implements BRPS with little modifications to the core algorithm,
and an improved implementation that attempts to avoid some of the perfor-
mance pitfalls that may arise in a real network.

The simple solutions are as follows:

e The number of competing downloading peers in the network can be ob-
tained with the “Get File Information” command when connected with a
source peer.

e The chunk allocation algorithm that is already used in ncdc is suitable for
use with BRPS, and can thus be re-used.

e Unavailable source peers that were selected in a certain period but could
not be downloaded from within the same period are temporarily removed
from the list of source peers using exponential back-off. This ensures that
available source peers will get a better chance to be selected in the next
period.

In addition to the simple solutions, the improved implementation will im-
plement the following solutions:

e Unavailable source peers: To avoid that unavailable source peers will cause
the average DoP to drop below its desired value, download connections
from source peers selected in the previous period are gradually taken over
after the connections with the newly selected source peers are successful.

e New source peers: If new source peers are selected in a period but there
were less new source peers than the desired DoP, the random selection
stage is performed with the remaining DoP.
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Chapter 5

Experiment Setup and
Results

This chapter attempts to answer question 3 of Section 1.3: How can a Direct
Connect client that uses the BRPS algorithm be analyzed and evaluated? The
experiments experiments used to evaluate BRPS in Direct Connect are explained
below.

This chapter is organized as follows. Section 5.1 introduces the goals of the
experiment, Section 5.2 describes the topology used for the experiments and
the interesting performance metrics are described in Section 5.3. Sections 5.4,
5.5, 5.6, and 5.7 explain various experiments where one parameter of interest is
being varied.

5.1 Experiment Goals

The goal of the experiment is to evaluate the performance of three peer selection
implementations:

ncdc The existing algorithm used in nede 1.19 [7].

BRPS-simple A modified version of ncdc 1.19 with the simple BRPS algo-
rithm, as described in Section 4.5.

BRPS-improved A modified version of ncdc 1.19 using the improved BRPS
algorithm, as described in Section 4.5.

The experiments aim to answer the following sub-questions:

1. How do the different implementations perform in a realistic network situ-
ation?

2. What is the effect of different file sizes on the download time?

3. What is the effect of a different configured DoP on the downloading time
and the number of chunk requests?

4. What is the effect of the number of source peers on the downloading time?

5. What is the effect of unavailable source peers on the actual DoP?
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5.2 Topology

The experiments are performed on a controlled Direct Connect network that is
setup to represent a realistic network scenario. All Direct Connect clients in
this network are evenly distributed over 10 computers. Each of these computers
runs 64-bit Ubuntu 12.04 on an Intel Xeon E3310 CPU with 8 GB of memory
and a 4 TB hard disk. These computers are connected with each other in a star
network with a Gigabit Ethernet switch.

All clients in the network connect to a Direct Connect hub running on a
separate computer. This hub runs a default configuration of uhub 0.4.1 [10], an
open source hub implementation.

5.2.1 Source Peers

A number of clients in the network will be configured to function as source peer.
These clients will all share the same files. Since the peer selection algorithm does
not affect the behaviour of the source peers, it does not matter which Direct
Connect implementation is being used for these clients. In the experiments, all
source peers will run an unmodified ncdc 1.19.

Based on measurements performed in [27], popular files in a large Direct
Connect hub are often available from 20 to 200 source peers. As a common
middle ground, 50 source peers will be used in most experiments. Other values
are tried in the experiments described in Section 5.6.

Although the number of upload slots of each source peer is often limited in
real networks, the source peers in the experiments will be configured to have
enough upload slots to serve all downloading peers simultaneously. In this way,
no source peer will refuse service during the experiments, giving all downloading
peers the freedom to choose source peers as they wish. The reason for removing
the upload limit restriction is to move the responsibility of a good bandwidth
distribution on the peer selection mechanism implemented in the downloading
peers.

Of course, source peers that refuse service do exist in real networks and it is
important that a peer selection algorithm takes this into account. This is tested
in a separate experiment described in Section 5.7.

Bandwidth distribution

Because it is highly uncommon for all source peers in a P2P network to be able
to offer a full Gbit/s upload bandwidth, the maximum upload speed of each
source peer will be throttled in the experiments. To improve the realism of the
experiments, the bandwidth distribution of the source peers will be based on
measurements performed on an existing P2P network. No existing measure-
ments for Direct Connect could be found, so measurements from another P2P
system will be used as an approximation.

Existing measurements on the Gnutella P2P network [40] have been pub-
lished in [26], but this study was performed in 2002 and is unlikely to be repre-
sentative today.

The bandwidth measurements of all active peers in the Tor P2P network
[23] is available on the TorStatus website [9]. These measurements are updated
in real-time to reflect the actual network status and are therefore representative
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of the bandwidth distribution in a modern P2P network. A snapshot of these
measurements made on January the 13th of 2014 will be used to derive the
bandwidth distribution of the source peers in the experiments. The average
bandwidth has been normalized to 500 KB/s. The Cumulative Distribution
Function (CDF) is displayed in Figure 5.1.
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Figure 5.1: CDF of the normalized bandwidth distribution of source peers in
the Tor network, retreived on January the 13th, 2014.

5.2.2 Downloading Peers

During the experiment, a number of clients will be configured to perform the
role of the downloading peer. All downloading peers in an experiment will
use the same client implementation, and the experiments are repeated for each
implementation mentioned in Section 5.1.

In order to emulate competition between downloading peers, and to ensure
that the experiments are performed on a network that is under actual load, each
experiment will be performed with 50 downloading peers in the network. This
results in a 1:1 ratio between downloading peers and source peers'.

The downloading peers will download with a configured DoP of 4, which
is the default value for ncdc 1.19. Other values are tested in the experiment
described in Section 5.5.

The bandwidth that is available to the downloading peers is already limited
by the source peers, and no further bandwidth limiting will be performed at the
downloading peers.

In each experiment, all download peers will simultaneously download the
same file from all of the available source peers. A 500 MB file will be used
in most experiments. This is roughly as large as a (small) Linux installation
image or an hour long compressed DVD video file. With the average source
peer bandwidth of 500 KB/s, each experiment will take at least 17 minutes to
complete according to Equation 5.1 described in Section 5.3.1. Other file sizes
are tested in the experiment described in Section 5.4.

1But the number of source peers is varied in Section 5.6, so this ratio is not fixed.
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For the clients that implement the BRPS algorithm, the length of each
period needs to be chosen. In [17] a value of one minute is suggested, but no
rationale is given. The first number of periods in BRPS are used to download
from every source peer in sequence in order to obtain initial stats, per line 5-6
in Algorithm 1. Only after this initialization has finished are the probability
calculations used for selecting source peers. The number of periods spent in
this initialization phase is calculated by the ratio of the number of source peers
and the DoP, i.e. [%1 With 50 source peers and a DoP of 4, this results in
13 periods used for initialization. If a period length of one minute is chosen,
then the probability-based peer selection starts only after 13 minutes — more
than halfway into the experiment. In order to take better advantage of the
BRPS probability-based peer selection algorithm, a period length of 30 seconds
is chosen instead. With this, the initialization phase only takes 6 minutes and
30 seconds.

5.3 Performance Metrics

Three performance metrics are of interest during the experiments. The down-
load time, the average DoP and the number of chunk requests. Each of these is
described in detail in the sections below.

5.3.1 Download time

The download time for a single downloading peer is defined as the time interval
between the start and the end of the downloading process. When a downloading
peer is instructed to start downloading, it records the system time (Tszqr¢) in
a log file. As soon as the last byte of the file has been received, it records
the system time (7¢,q) again. The download time for this downloading peer is
Tend — Tstart-

This download time is measured from all downloading peers simultaneously
in each experiment. The average from these measurements is taken to represent
the download time of a single experiment.

In addition to the averge download time for all downloading peers, a Cu-
mulative Distrubion Function (CDF) is provided for some experiment results
as well. This CDF displays the distribution of the download times among all
downloading peers.

Optimal download time

The optimal download time for all downloading peers is, in these experiments,
limited only by the bandwidth available from the source peers. Ignoring any
signalling overhead and following the fluid model described in [31], the optimal
average download time is then described by Equation 5.1. Here, F' denotes
the file size, |D| the number of downloading peers and u the sum of all upload
bandwidth provided by the source peers.

Fx|D
Topt - # (51)
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This optimal average download time will be displayed in the resulting graphs
for comparison against the theoretically optimal peer selection.

5.3.2 Average DoP

The desired DoP can be configured in the downloading client, but the actual
number of source peers that a downloading peer is downloading from may vary
over time. This variation can be the result of unavailable source peers (Sec-
tion 3.3), because no more unallocated file chunks are available (Section 4.2),
or by the time spent in signalling overhead.

As a performance metric, the average DoP for a single downloading peer
is defined in Equation 5.2. Here t represents the time spent downloading the
complete file, as described in Section 5.3.1, and t; represents the time spent
downloading from source peer j € S. According to this equation, the maximum
DoP that can be achieved is when downloading from all known source peers
simultaneously for the entire duration ¢, in which case the DoP becomes |S].

. t;
DoP = @ (5.2)
The average DoP is measured from all downloading peers simultaneously
during each experiment, and the average from these measurements is taken to
represent the average DoP of a single experiment.

5.3.3 Number of chunk requests

During the downloading process each downloading peer will send requests for
file chunks to source peers. The number of these chunk requests is measured for
each downloading peer in each experiment, and the average from all downloading
peers is taken to represent the number of chunk requests of a single experiment.

As explained in Section 3.2, using few chunk requests to download a file
is better than using many. However, a good peer selection will have to switch
between several source peers to get better performance, and will thus necessarily
increase the number of chunk requests.

Whether, and to what degree, a high number of chunk requests influences
the download time is dependent on several factors. The most important factor
being the network latency. If a network round-trip can take up to a second to
complete, then each chunk request might cause the download time to increase
by a second. In practice the time overhead of chunk requests can often be
mitigated by implementing the pipelining technique (Section 2.2.2), and by not
disconnecting old peers before a chunk request with a new peer has succeeded.
The latter technique is already implemented in the improved BRPS method, as
described in 4.3.2.

Since the experiments are performed on a low-latency network, having many
chunk requests during the experiments is unlikely to have a measurable influence
on the download time. To still be able to offer some insight into how the different
peer selection mechanisms affect the number of chunk requests, this information
is measured and displayed separately.
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5.3.4 Confidence Intervals

For each of the above performance metrics, the 95% confidence interval is cal-
culated according to [28, ch 13.2] and displayed along with the results. For the
calculation of these confidence intervals, the Student’s ¢-distribution is used.
In order to get accurate measurements, all experiments will be repeated
multiple times in order to ensure that the confidence intervals stay within 5%
of the measured average. To ensure that any randomness in the algorithms is
different at each experimental run, the random seed is changed before each run.

5.4 File Size

In the first experiment the file size is varied among five different levels: 100 MB,
250 MB, 500 MB, 750 MB and 1024 MB. Everything else will remain as described
in Section 5.2.
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Figure 5.2: Comparison of the download time of the three implementations with
different file sizes. The error bars display the 95% confidence intervals.

The measured download time for each of the implementations along with the
optimal download time is displayed in Figure 5.2. Both BRPS implementations
are very close to the optimal download time, whereas ncdc takes roughly three
times as long to complete.

It is interesting to note that with a 100 MB file all BRPS peers finish
downloading before the 6 minute initialization phase completes. This suggests
that uniform random peer selection is actually a good peer selection strategy in
this experiment.

The CDF for the experiment with 500 MB is displayed in Figure 5.3. What
is interesting to see here is that not only are the BRPS implementations close
to the optimal average download time, they also result in an almost even distri-
bution of download times among the downloading peers. This is clearly not the
case with ncde. About 10% of the ncde peers complete the download before the
average optimal download time, but this is compensated for by the long tail of
peers that take much longer to complete the download. The slowest ncdc peers
take approximately 9.7 times longer than optimal, whereas the slowest BRPS
peers are close to 1.1 times optimal.
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Figure 5.3: CDF of the of the download time of the three implementations while
downloading a 500 MB file. The two BRPS implementations overlap.

5.5 Degree of Parallelism

In this experiment the DoP configured in each downloading peer is varied be-
tween the values 1, 4, 6, 10 and 15. A DoP of 4 is the default value in ncdc,
and 6 is the default of DC4++. The DoP is user-configurable and some users
increase this value in the hopes of getting better performance, so a higher DoP
of 10 and 15 is also included in this experiment. All other parameters remain
as described in Section 5.2.
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Figure 5.4: Comparison of the download time of the three implementations with
a different DoP.

A comparison of the download times for this experiment is displayed in Fig-
ure 5.4. Ncdce did not complete the downloading progress within 12 hours at a
DoP of 1 and has been marked as such. The reason for this suboptimal perfor-
mance becomes clear when looking at the source peer bandwidth distribution
shown in Section 5.2.1: The slowest source peer has an upload bandwidth of
10 KB/s. If even a single downloading peer chooses that source peer as its only
source, then that peer will take at least 14 hours to download the 500 MB file.
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If another downloading peer happens to choose that same source peer, then the
download time will increase even further.

The BRPS implementations also do not perform optimally at a DoP of 1.
At this DoP it takes 25 minutes? for BRPS to finish its initialization phase,
taking up the vast majority of the download time. Clearly, uniform random
selection is not an optimal peer selection mechanism at such a low DoP.
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Figure 5.5: CDF of the of the download time of the three implementations at a
DoP of 10.

While there is no significant change in the average download times at a
higher DoP, the distribution of the download times does change for ncdc. As
seen in the previous section, the slowest ncdc downloading peers would take up
to 120 minutes at a DoP of 4. At a DoP of 10 (Figure 5.5) the slowest ncdc
peers now finish within 90 minutes. This is expected, because the probability
of selecting at least one fast(er) source peer increases as more source peers are
used in the selection, thus making it less likely that a downloading peer gets
stuck on a very slow source peer. This, however, has not improved the average
download time, because the ‘faster’ peers have slowed down instead. With a
DoP of 4, more 55% of the download peers finished before 40 minutes, with a
DoP of 10 this is lowered to 40%. A higher DoP does not affect the download
time distribution for the BRPS implementations.

The number of chunk requests required to download the file is graphed in
Figure 5.6. As expected, the BRPS implementations perform significantly more
chunk requests, approximately 10 times as many ncdc. Equally unsurprising,
the number of chunk requests increases as the DoP increases. For BRPS this
is because each new period requires sending out chunk requests to all selected
source peers, and the DoP determines how many source peers there are.

The reason that the number of chunk requests also increases for ncdc can be
explained with the chunk allocation algorithm described in 4.2. Chunk sizes are
chosen to approximate a download time of 5 minutes, so a new chunk request
is sent to each selected source peer at least every 5 minutes.

2At a 30 second period time and with one source peer per period. That’s 2 source peers
per minute, so 25 minutes for 50 source peers.
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Figure 5.6: Comparison of the number of chunk requests of the three implemen-
tations with a different DoP.

5.6 Number of Source Peers

In this experiment the number of source peers is varied, while the number of
download peers and the total available bandwidth stays the same. The number
of source peers is varied between the following values: 10, 20, 50, 70 and 100.

In changing the number of source peers, it is unavoidable that something
changes to the bandwidth distribution as well. Following Equation 5.1, the op-
timal download time is independent of the number of source peers, but does
depend on the total available bandwidth. If the average upload speed of each
source peer remains unchanged, then the total bandwidth available to the net-
work, together with the optimal download time, will change as the number of
source peers is varied.

The goal of this experiment is to allow comparison of the download perfor-
mance at a different number of source peers while keeping all other parameters
the same. In order to achieve this, the average bandwidth of each source peer
is scaled to provide the same total bandwidth in each experiment. In this way
the optimal download time is equivalent in each experiment, making for easy
comparison. The average bandwidth per source peer and total network band-
width for each experiment is listed in Table 5.1. The bandwidth distribution
still follows the same shape as Figure 5.1 in every experiment.

#SP  wu; (KB/s) w: (KB/s)

10 2,500 25,000
20 1,250 25,000
50 500 25,000
70 357 25,000

100 250 25,000

Table 5.1: Mean upload speed for each source peer (u;) and total bandwidth
(uy) at a different number of source peers.
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Figure 5.7: Comparison of the download time of the three implementations with
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The resulting download times in this experiment are displayed in Figure 5.7.
When the number of source peers to choose from is closer to the configured DoP,
the peer selection mechanism being used has less influence on the download time.
This is evident in the experiment with 10 source peers, where ncdc performs
much better than in all previous experiments. The opposite is also true, a good
peer selection is increasingly more important as the number of source peers
to choose from increases. This explains why ncdc performance decreases at a
higher number of source peers, while the two BRPS implementations remain
roughly the same.
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Figure 5.8: CDF of the of the download time of the three implementations with

100 source peers.

The distribution of the download times with 100 source peers is displayed in
Figure 5.8. This distribution is roughly equivalent to those given in the previous
sections. The main difference here is that ncdc is significantly slower.
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5.7 Unavailable Source Peers

In this experiment the number of unavailable source peers is varied. An un-
available source peer appears as a normal source peer in the list of source peers
that each downloading peer is given, but when a download peer tries to actually
download from an unavailable source peer, the source peer will reply with an
error and refuse to upload the file.

The optimal download time is only dependent on the bandwidth provided
by the available source peers. The effect of changing the number of available
source peers has already been studied in Section 5.6, and in order to focus solely
on the effect of unavailable source peers, the number of available source peers
will remain fixed in this experiment. The number of source peers used in each
experiment is summarized in Table 5.2.

Available Unavailable Total

20 0 (0%) 20
20 5 (20%) 25
20 13 (40%) 33
20 30 (60%) 50
20 80 (80%) 100

Table 5.2: Number of available and unavailable source peers in each experiment.

The measured download times are displayed in Figure 5.9. What is surpris-
ing here is that the download times for ncdc do not remain constant. In fact, it
appears that ncdc performs better as more unavailable source peers are added.
In this experiment ncdc had similar behaviour as it had in other experiments, it
did not switch source peers any more during the downloading process and there
was no significant change in the DoP. The only difference at 80% unavailable
source peers is that ncdc had selected faster source peers than in the other ex-
periments. This seemingly random improvement might be caused by the fact
that the peer selection in ncdc is determined by the order of a hash table im-
plementation, as explained in Section 2.2.4. The number of source peers in this
experiment is changed, and that likely causes the source peers in the hash table
to be listed in a different order as well. Note that the order of the hash table is
deterministic, so it does not change with different runs of the same experiment.
It could have been the case that in this specific situation, the hash table order
turned out to result in a better peer selection. More research would be needed
in order to confirm this conjecture.

The number of unavailable source peers does not seem to have an effect on
the performance of either BRPS implementation. Even the simple implementa-
tion does not degrade much at 80% unavailable source peers.

A difference in the two BRPS implementations can be observed when look-
ing at the actual DoP, displayed in Figure 5.10. The average DoP remains
constant for ncdc — as expected — and degrades only slightly for the improved
BRPS implementation. The simple BRPS implementation, on the other hand,
struggles to keep the DoP close to the optimal as the number of unavailable
source peers increases. This difference between the two implementations can
be attributed to the different handling of unavailable source peers, previously
explained in Section 4.3.2. As seen in Section 5.5, BRPS performs well even at
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lower DoP values, which explains why the lower DoP of the simple implemen-
tation did not result in a significant increase of the download time.

The distribution of the download times at 80% unavailable source peers is
displayed in Figure 5.11. This distribution is similar to the other experiments,
the main difference being that ncdc performs better.
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Figure 5.9: Comparison of the download time of the three implementations with
a different number of unavailable source peers.
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Figure 5.10: Comparison of the actual DoP of the three implementations with
a different number of unavailable source peers.
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Chapter 6

Conclusions and Future
work

This chapter finalizes this report with a short summary concluding the research,
followed by recommendations for future research.

6.1 Conclusions

This research has focussed on integrating BRPS into an exiting Direct Connect
client and to compare the downloading performance of an implementation with
and without BRPS. The following research questions have been answered.

1. How can the BRPS algorithm be integrated in Direct Connect?

No protocol changes were necessary to implement BRPS into Direct Con-
nect, but a few challenges remained.

The BRPS algorithm requires knowledge of the number of peers that are
downloading from a particular source peer. This information is obtained
by the slot counts that the source peer publishes.

The BRPS algorithm does not dictate which file chunks are being re-
quested from the source peers, so a separate chunk allocation algorithm is
needed to do this. The existing chunk allocation scheme in ncdc has been
re-used in the BRPS implementation.

In an actual Direct Connect network, source peers may not always be
available. In order to ensure that downloading progress can be made at
all times, an exponential back-off timer has been added to temporarily
exclude unavailable source peers from being selected.

2. Which characteristics can improve the BRPS performance?

There are two scenarios where the average DoP can drop below the desired
average DoP. An improved BRPS implementation has been designed to
deal with these scenarios.

When a source peer that has been selected for downloading turns out to
be unavailable, the actual DoP will drop below what has been selected
for that period. In order to avoid this, download connections from source
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peers selected in the previous period are gradually taken over after the
connections with the newly selected source peers are successful.

When there exists a source peer that the downloading peer has not down-
loaded from yet, BRPS will always select that source peer. If the number
of such new source peers is lower than the DoP, then the DoP in that
period will be lower than desired. To avoid this problem, the remaining
DoP is used for the regular random selection stage.

. How can a Direct Connect client that uses the BRPS algorithm
be analyzed and evaluated?

The simple and improved BRPS algorithms have been implemented in
ncde 1.19, and the performance has been evaluated using set of experi-
ments. The experiments have also been run with an unmodified version
of ncdc for comparison.

The experiments were performed on a controlled Direct Connect network
that has been setup to represent a realistic network scenario. This setup
consists of 50 downloading peers and a variable number of source peers.
The source peers have been configured to throttle their upload speed to
an average of 500 KB/s, and following a realistic bandwidth distribution
based on measurements on the Tor P2P network.

The experiments consisted of all downloading peers downloading the same
file at the same time, and taking measurements on the side of these down-
loading peers. The measurements of interest include the download time,
average DoP and number of chunk requests. The experiments have been
repeated with different file sizes, configured DoP, number of source peers,
and number of unavailable source peers.

. Does BRPS reduce the download time compared to the currently
implemented peer selection mechanisms?

Four experiments have been performed in order to compare the perfor-
mance of the two BRPS implementations with ncdc.

In the first experiment the file size has been varied among five different
levels: 100 MB, 250 MB, 500 MB, 750 MB and 1024 MB. As expected,
the average download times increased linearly with the file size for all
implementations. Both the simple and improved BRPS implementations
performed close to the optimal average download time and were consis-
tently faster than ncdc by a factor of 3.

When looking at the distribution of the download times among the in-
dividual downloading peers, the BRPS peers all finished in a short time
interval. The fastest BRPS peer finished around 20% before the optimal
average download time, and the slowest peer around 15% after the optimal
average download time. The distribution was very different for ncdc. The
fastest ncdc peers finished much earlier than the optimal average down-
load time (around 80% faster than optimal), but the large majority of
the ncdc peers took much longer. The slowest ncdc peer took 8 times as
long as the optimal average download time.

In the second experiment the configured DoP was varied between the val-
ues 1, 4, 6, 10 and 15. At a DoP of 1, ncdc did not finish the downloading
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process within 12 hours. The two BRPS implementations did finish, but
took around 50% longer to complete than the optimal average download
time. At all other values of the DoP, the results were the same: BRPS
performed close to the optimal average download time, and ncdc was again
slower by a factor of 3.

In the third experiment the number of source peers was varied between the
values 10, 20, 50, 70 and 100. The average bandwidth of each source peer
was adjusted in order to keep the total network bandwidth equivalent in all
experiments. The importance of source peer selection is lower when there
are less source peers to choose from, and this was visible in the download
times of ncde. With 10 source peers, ncdc performed only 70% worse
than the optimal download time, but with 100 source peers this increased
to 300%. The two BRPS implementations again performed close to the
optimal download time for all values.

In the final experiment a number of unavailable source peers has been
added to the list of source peers. The number of available source peers
has been fixed at 20, and the number of unavailable source peers has been
varied between 0%, 20%, 40%, 60% and 80%. A surprising result has been
that ncdc performed better as more unavailable source peers were added.
At 80% unavailable source peers ncde performed only 50% slower than
optimal. The reason for this performance increase could be attributed
to the pseudo-random selection based on the hash table order, but more
investigation is needed to confirm this.

Both BRPS implementations again performed close to the optimal down-
load time. However, a significant difference between the two implementa-
tions could be found when looking at the actual DoP. The simple BRPS
implementation only had an average DoP of 1.3 with 80% unavailable
source peers, whereas the improved BRPS implementation was at 3.7,
much closer to the optimal of 4.

In all experiments, BRPS performed better than ncdc. The improved
BRPS implementation performed better than the simple BRPS imple-
mentation in keeping the actual DoP close to the desired DoP, but this
has not resulted in a noticeable difference in the download times.

6.2 Future work

What follows is a short list of recommendations for future research.

e Only a limited number of experiments have been performed in this re-
search. It may be interesting to see how well BRPS compares against
other Direct Connect implementations such as the DC++ client, or how
well it performs with different bandwidth distributions and speed fluctu-
ations in source peers.

e Some experiment results finished before the biased random selection stage
of BRPS has started, suggesting that any periodic random selection, even
uniformly random selection, is close to optimal. Future experiments could
be performed in order to compare BRPS against uniform random selection
to give more insight into the effect of the bias in BRPS.
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e The exact reason why ncdc performs better when unavailable source peers
are added is not known. A more thorough investigation is necessary to
explain this behaviour.

e Future research could focus on finding a better chunk allocation algorithm
than the existing implementation in ncdc.

e This research has assumed that all downloading peers already have a com-
plete list of source peers they can download from, but in an actual Direct
Connect network these peers have to be discovered first. Source peer
discovery in Direct Connect is a topic where many improvements to the
status quo could be achieved.
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